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ABSTRACT 
As artificial intelligence (AI) systems become increasingly integrated into human affairs, the ethical 
frameworks guiding their development and deployment demand critical reassessment. This paper 
examines the intersection of AI and philosophy, challenging reductive “common-sense ethics” by 
engaging deeply with foundational ethical theories. Tracing the historical development of AI ethics, it 
examines how various philosophical approaches utilitarianism, deontology, virtue ethics, and social 
contract theory inform current debates on machine morality, algorithmic responsibility, and human-AI 
relations. The paper also scrutinizes issues of bias, surveillance, and fairness, arguing for ethically robust 
AI governance mechanisms that are context-sensitive and philosophically grounded. Drawing from both 
classic moral philosophy and contemporary applications, this paper seeks to move beyond superficial 
ethical codes toward a deeper understanding of the values that should guide AI development in 
increasingly autonomous and high-stakes environments. 
Keywords: Artificial Intelligence, AI Ethics, Philosophy of Technology, Utilitarianism, Deontological 
Ethics, Virtue Ethics. 

INTRODUCTION 
AI systems present ethical challenges that are often oversimplified by promoting a common-sense ethical 
AI approach. This perspective neglects the deeper philosophical issues involved as AI technology becomes 
more prevalent. The ethics of AI is not merely about individual actions or decisions guided by ethical 
principles; it encompasses fundamental dilemmas tied to the technology's development and production, 
often hidden by reductive viewpoints. Key figures in philosophy, ethics, and AI recognize significant 
developments and misinterpretations related to AI. The potential risks of superintelligent, weakly 
autonomous systems highlight an existential threat if developed without proper safeguards. Meanwhile, 
contemporary weak artificial general intelligence (AGI) already poses immediate ethical concerns, 
influencing various sectors like journalism and finance. It is crucial to establish regulatory mechanisms, 
methods for auditability, and emergency “kill switches” for such AI systems. The “computational blind 
spot,” where decisions occur beyond conscious oversight, is critical for social media platforms using 
machine learning algorithms [1, 2]. 

Historical Context of AI Ethics 

Emerging from applications in robotics, control theory, and simulation of natural life systems, the 
scientific discipline of artificial intelligence (AI) arose in the mid-1950s. In symposiums where researchers 
typically introduced their work in the terms of their disciplines and applied it to problems within them, 
the Dartmouth workshop in 1956 was unique in that pioneering areas were outlined and a bold attempt 
was made to tackle a problem shared by many disciplines: the development of a “thinking machine.” The 
workshop was historic; it was the birthplace of AI. The number of AI peer-reviewed research articles per 
year increased tenfold from 1981 to 1990. From 2000 to 2009, the average revenue per year of the AI 
firms reached a peak. The 2010s saw explosive developments in applied domains, such as speech 
recognition, language processing, and computer vision. A direct outcome of those developments is rising 
concerns over the ethical implications of those publications. On the one hand, while AI ethical 
implications can be traced back at least to 1985, it only recently became a hotly debated issue. On the 
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other hand, the influx of AI ethics papers does not mean that researchers agree on a set of hot topics to 
work on. Instead, there is a diversity of opinions on what ethical implications are important and should be 
addressed. There are a few notable reviews that catalogue AI ethics papers, primarily from the 
perspective of existing literature. However, a more elementary question, such as the historical divergence 
of AI ethics papers, is worthy of being answered; hence, understanding the trajectory of AI ethics 
development warrants research. To that end, a bibliometric analysis of literature that publishes AI ethics 
papers is conducted. The three-phased development suggests that AI ethics was in its incubation phase 
from 2000 to 2009. With the advent of the AI narrative, the focus switched to making AI human-like 
machines from 2010 to 2019. The current focus of research, making AI human-centric machines, is set for 
ongoing investigations [3, 4]. 

Philosophical Foundations of Ethics 

Ethics of Artificial Intelligence and Robotics is a substantial domain for the younger branch of applied 
ethics, whose focus is on the moral implications, effects, and rules for robots and artificial intelligence 
(AI). Among the most prominent concerns is whether AI ought to be socially, morally, or legally 
regarded as autonomous agents with rights or culpability. This question is intimately connected with 
ensuring that they act in accord with their end-users’ ethical standards, either through (a) choosing to 
comply or by (b) reprogramming them. Related and equally consequential questions are those about the 
rights of AI in virtue of its capabilities or status as sentient beings. It is not clear that a social relation, 
rights, or responsibilities follow from which matters concerning humanity can be ignored. The (also) 
substantial effect of AI on in-person human relations is raising concerns about inner-communication 
norms and bystanders’ rights. Mass data mining of social networks without consent raises issues with 
privacy, patenting, deceit, erosion of knowledge, or (de facto) whole-group manipulation. Coding the 
social network feeds or consequently choosing the sources regarding a region raises questions about 
censorship. Legitimate and illegitimate uses of AI’s operational area might breed unintended security 
holes hampering habits with shrinking human input in decision loops or intelligent self-growth, let alone 
war machines programming autonomous methods of choosing victims or killing with increasing success 
rates, risking areas of deontological ethics. Finally, concerning revenue, AI issues access—marketed 
versus source code, and survival—project-increasing growth versus no-product death areas closely 
leading to AI’s rights discussion [5, 6]. 

Utilitarianism and AI 
There is a naïve assumption inherent in most discussions of artificial intelligence (AI): We want it to be 
beneficial. We want it to help, not hinder, humans. But what exactly does it mean for AI to be “beneficial,” 
and how can one develop AI systems that are harmless, helpful, and honest? We cannot hope for a formal 
specification of “beneficial” that does not ultimately rely on human intuition, judgment, and insight. 
However, it is a question worth exploring, and there is a growing body of literature on the topic. Of 
course, the question must be fundamentally answered before any philosophically adequate system can be 
implemented. This question is not so much methodological but rather metaphysical: Why do we want our 
machines to be beneficial? What is the motivation behind it? Why not simply Maximal Cognition or 
Maximal Intelligence? Such questions have been addressed only at a surface level; i.e., in terms of 
guidelines and programming ethics, such as the off-switch problem or simple command not to harm 
humans. The beneficial AI movement may not create “beneficial AI” if the ethical assumptions motivating 
it are not made explicit. As mentioned earlier, reinforcement learning (RL) will likely be an important 
technique in the desired area of control over advanced AI. It is a form of learning by trial and error that is 
thought to yield capabilities and robustness that are virtually impossible to write down explicitly. A 
consequence of this learning technique is that the AI will ultimately learn to reason about itself and other 
agents, and that it will reason according to an entirely different morality than the one presumed by the 
designers. Also, it is not unreasonable to believe that a method that works in the RL setting will not work 
in the more general and unstructured setting. Surprisingly little has been said regarding this aspect of RL 
and how it bears on the ethics of AI and the philosophy of mind [7, 8]. 

Deontological Ethics and AI 
Deontological ethics, or duty-based ethics, prioritize following an established standard of right behavior, 
emphasizing that moral obligations arise from greater moral principles, irrespective of consequences. In 
the context of action-making AIs, this entails two main components: a ruleset outlining duties for specific 
situations and a method to evaluate AI reasoning against these rules. Implementing this requires 
translating an ethical theory into logical axioms, often incorporating a first-order logical proof system in 
the AI. While the reasoning process concerning consequences is generally manageable, validating AI 
reasoning remains a significant, albeit surmountable, challenge. Established AI frameworks can assist in 
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normative reasoning and basic rules. Consequently, AI ethics can be managed within a similar timeframe 
as coherent action, but with distinct methods and thought processes. Beyond tractability, there are 
concerns regarding the accurate representation of duty within the systems. Each system's design 
influences its reasoning capabilities, potentially leading to outcomes deemed unacceptable by its creators. 
To mitigate this, personalizing normative reasoning could introduce varied moral perspectives, fostering 
skepticism and ethical variability. However, action-making AIs can develop a belief-desire-goal 
framework with tractable normative reasoning that aligns with broadly accepted values, suggesting an 
architecture that integrates a self-aware rule model alongside a societal ethical context, reflecting 
accepted norms [9, 10]. 

Virtue Ethics in AI Development 

As AI development becomes mainstream, various thinkers discuss its ethical implications, emphasizing 
that those involved should ensure AI benefits humanity. This discussion includes principles like 'non-
maleficence', 'fairness', and 'explainability'. To achieve ethical AI, it’s essential to integrate second-order 
virtues like courage and vigilance alongside first-order principles. Recently, awareness of AI ethics has 
increased, highlighted by the European Commission's 2019 guidelines for AI in the EU. Numerous global 
initiatives also tackle AI ethics, seeking to summarize the pitfalls of AI applications. Crucial principles 
include non-maleficence, beneficence, fairness, privacy, transparency, accountability, and responsibility. 
However, current AI ethics guidelines face criticism for their limitations. Primarily, they often reflect 
existing practices since AI development is already assessed for legal compliance, evident in fairness 
regulations in finance under laws like the General Equal Treatment Act. Moreover, some ethics 
initiatives merely serve to justify the current state of technology, acting as PR tactics that mask the 
surveillance economy's reality, while promoting benign uses like improved healthcare through AI [11, 
12]. 

Social Contract Theory and AI 

Modern AI systems are trained via processes that can be seen as variations of reinforcement learning. A 
computer program has some internal state that it changes to come to conclusions, take actions, and 
predict outcomes to problems it faces in the future. A traditional engineering system is designed, and its 
operation is approved by a human engineer. AI systems, on the other hand, learn the meaning of the 
inputs and the actions they (and a human) can take at times through trial-and-error exploration. Some of 
the inputs to base these decisions on, as well as some of the values held, are still produced by humans. In 
high-stakes and/or uncontrolled environments, it is important to help humans understand how and why 
an AI-produced conclusion is arrived at. Trusted AI systems (as social agents) should help humans infer 
them using methods available to themselves. For implemented AI systems, it would be ideal that a third 
party can independently estimate their competency assurances, similar to how a human expert can be 
trusted if certified by abiding by high medical standards. Logically valid explanations can be 
mathematically simplified by showing that the linearly independent parents of a node of a directed acyclic 
graphical model are the same in the explanations as in the model. Technically, the use of proof assistants 
and high-assurance hardware can ensure implementation integrity [13, 14]. 

AI and Moral Responsibility 

Recent advances in artificial intelligence (AI) present exciting possibilities alongside serious challenges. 
AI can now perform tasks previously deemed improbable, such as developing medications, driving cars, 
and creating intricate textual and audiovisual works. The broad implementation of AI raises urgent 
ethical considerations regarding responsible AI as systems operate without human input. While focus has 
historically been on beneficial applications, there is growing concern over AI's use in high-stakes 
environments, including defense, behavior analysis online, and military command. Such deployment 
significantly heightens the need to define what responsible AI entails, particularly concerning moral 
responsibility in human-AI collaborations. Determining how to attribute moral responsibility in these 
contexts, especially in defense and policing, is an important ethical issue, as these teams impact society in 
more consequential ways. Although there has been some progress in developing guidelines for 
responsible AI, much remains unaddressed, particularly about moral responsibility assignment in human-
AI teams. Existing literature on social agents could provide insights, yet there has been little 
collaboration between these fields. This gap highlights a crucial area for further research, ensuring that as 
AI becomes more integrated into society, its ethical implications and responsibilities are thoroughly 
examined and addressed [15, 16]. 

Bias and Fairness in AI 
This article addresses bias and fairness in AI by providing a comprehensive analysis of the concepts of 
fairness, equity, and discrimination in ethical and human rights contexts. It argues that the disconnect 
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between ethics, human rights standards, and legal anti-discrimination statutes means that legal questions 
about algorithmic discrimination are too narrow and leave unconsidered important and far-reaching 
ethical questions. AI Fairness should distinguish between these normative domains and the kinds of 
fairness concerns that arise in them. Case studies about predictive policing/data justice, fair hiring, and 
AI-driven job market tools are discussed. They address how ethical and regulatory frameworks differ and 
the implications both for practice and for further regulatory developments. The concept of fairness is 
taken to mean fair treatment of generative AI systems (both in terms of outward manifestations and 
treatment) as it relates to the fairness of socio-technical systems in which they are embedded, their biases, 
discrimination, and resource allocation effects. The concept of fairness will be distinguished into three 
basic categories: fairness in its normative, ethical sense in regards to AI systems; fairness in its human 
rights sense, concerned with algorithmic discrimination, non-harm, and equality; and fairness in its legal, 
statutory sense, governed by anti-discrimination laws. Fairness in these three domains diverges in terms 
of both scope and standards, and also responds to a multiplicity of contexts and considerations that are 
often different and arguably not reconcilable. Addressing the ethical issues around algorithmic bias 
without regard for the already existing human rights and legal frameworks will result in blindspots, and 
conversely, treating algorithmic discrimination as an issue of lower (or possibly zero) significance when 
compared against broader ethical questions will miss important and far-reaching implications for the use 
and further adoption of these technologies [17, 18]. 

Privacy and Surveillance Concerns 

By altering data collection processes, repurposing data, aggregating it, exploiting noise in the data 
pipelines, adding noise to the data, or implementing predefined data usage and sharing protocols, privacy-
intrusive behaviour may be avoided. It can be anticipated that observing and evaluating these behaviour 
modifications over time will lead not only to a better understanding of the motivations driving them but 
also to better means of discouraging them altogether. In a similar vein, the normative evaluation of AI 
practice en masse may indeed be beneficial. Philosophers are encouraged to embrace novel interpretive 
and methodological innovations to better understand the present cultural-historical manifestation of AI. 
Since privacy-intrusive behaviour and the justifications rooted in potential AI harms may vary in 
significance and narrative across time, space, and context, richer normativities and modes of governance 
could be explored. The AI industry landscape offers numerous compelling case studies for richly 
accumulating ethnographic material for interpretation. Action research should be prioritised, as it can 
yield vivid and multilayered empirical knowledge while also having a transformative impact on social 
reality. Ideal types of AI ethically conducive cultural formations, institutions, or processes within the AI 
landscape can be theorised and compared inductively with particular cases. Some ideals may consist of 
means of deliberation and consensus-building, such as certain configurations of interest mediation or 
procedures for ethical deliberation, while others might spotlight the visions or incentives that agents in 
the AI sector are expected to make a meaningful commitment to. Normative visions, interdisciplinary 
cooperation, macro-institutional structures, plurality of mediators and winning narratives for AI use, and 
configuration of audiences and power relations around AI are just some of the themes that may help 
expand the ideal types. Agencies within the AI industry should also enact applied philosophy, as AI could 
and should be made in ways that correspond to the ideals of a pluralistic, collaborative, and constructive 
public culture of use. Compliance with the recent legislation proposals made by the EU and the UK could 
serve as baseline steering principles [19, 20]. 

The Role of AI in Society 

Since COVID-19, global digital connectivity has surged, with remote work, e-learning, online meetings, 
video conferencing, e-shopping, and e-banking/gaming thriving. Interactions now largely occur through 
major tech platforms. The pandemic spurred advancements in robotics, marking Japan's inaugural use of 
typhoon rescue robots and multiple countries' trials for drone delivery. Robotic deliveries were piloted in 
universities and hospitals, and humanoid robots were tested in customer service and elder care. AI 
emotion recognition systems have been trialed in hospitals and schools, and the development of self-
driving cars has accelerated. AI systems also manage mask detection and body temperature monitoring 
through advanced surveillance technology. Although certain authorities are quickly formulating AI 
regulations, only a handful of countries have proposed new laws. AI poses threats to society in economic, 
political, and psychological domains, with some nations providing nearly hourly updates on calamities, 
disasters, and conflicts. This analysis often leads to the creation of memes and politically charged 
messages that amplify societal expectations. Social behaviors can be predicted through social media, 
potentially serving as early warning systems for unrest in public environments. In response to the Social 
5.0 era, new leadership models and stringent regulations for monopolistic tech firms are essential. The 
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EU has established seven requirements for trustworthy AI, emphasizing that it must avoid harm, be 
unbiased, respect autonomy, protect privacy, remain transparent, and enhance human capabilities. 
Ultimately, the risks associated with AI must remain within acceptable limits [21, 22]. 

Global Perspectives on AI Ethics 

Recent efforts to tackle ethical concerns about AI and ML have generated a vast array of documents 
proposing ethical guidelines and policy frameworks across various levels. The production of these 
documents has surged, reflecting the urgency in addressing ethical governance of AI and ML systems and 
applications. This proliferation has led to a complex landscape of emerging AI policy frameworks 
alongside numerous ethical guidelines, characterized by diverse styles and themes. Annotating this 
extensive collection presents a significant challenge, similar to the “London bus” problem, where diversity 
can complicate understanding. During the COVID-19 pandemic, many governments quickly formed 
expert advisory bodies on the ethical use of AI and ML in combating the virus, highlighting the sudden 
rise in interest in applied AI ethics, evident in the numerous publications that followed. It is crucial to 
recognize pre-existing case studies on algorithmic justice and AI ethics from before the pandemic, albeit 
in a more protective context. While AI ethics put forward by the global north often claim universality, 
they frequently neglect local conditions where these ethics are applied. For AI to be ethical, it must be 
rooted in local contexts that reflect social, political, and cultural differences not found in the global north. 
Navigating ethical debates across countries is challenging, and there is growing concern that a market-
driven approach to AI ethics and fairness fails to resonate in non-Western nations. Efforts to create 
datasets for auditing fairness in non-Western languages need to address how fairness is understood in 
context, considering trust, relationships, and power dynamics. Before addressing potential biases or unfair 
results, it is essential to define and measure fairness for non-Western languages. Establishing locally 
grounded AI ethics is a necessary first step for developing a globally relevant social technology aimed at 
justice [23, 24]. 

Future Challenges in AI Ethics 

This section addresses challenges in AI ethics, focusing on future collaboration within the AI ethics 
community. It explores whether ethical AI can be achieved, suggesting that moving beyond principles-
based AI ethics is necessary to tackle new AI issues. Emphasizing the need for principled solutions to 
ethical challenges posed by AI, there's an urgent demand for ethical oversight due to the sociotechnical 
problems arising from current AI systems. However, ethical deliberation often occurs privately, creating a 
disconnect with external audiences. The AI ethics community produces varying recommendations, with 
high-level principles addressing new issues, yet these principles alone may not guarantee ethical AI 
systems. The diversity and rapid evolution of AI technologies present significant challenges, raising 
concerns over data manipulation, privacy breaches, discrimination, and censorship. Understanding this 
complexity is vital for responsibly managing AI technologies. Ethical frameworks provide general 
priorities, but deeper case study approaches are essential to navigate the intricacies of existing AI 
systems. Fresh case studies and simple ethical discussions are crucial, as current initial studies typically 
emanate from close collaboration between AI developers and ethicists [25, 26]. 

Case Studies in AI Ethics 

AI has powerful capabilities to capture, analyze, and use vast amounts of information about humans and 
human behavior. It also offers incredible opportunities for businesses to gather and apply information 
about individuals. Although AI systems do not have goals, desires, awareness, or agency, they can help 
humans pursue their goals. Nevertheless, there is a wide diversity of human goals, not all of which are 
benign; some are evil, and some may even be inadvertently consequentialist. For example, AI systems 
that analyze trends in internet search and browsing activity are being used to diagnose depression and 
related disorders on a large scale. On the one hand, this is benevolent and may save thousands of lives. On 
the other hand, it may also be used by governments to detect dissent and opposition to their rule. Such 
goals were not imagined by the designers of the analysis systems and were unintended by advertisers, but 
they follow from the use of the systems. Intelligence, tools that pursue instrumental goals, can be adapted 
to diverse ends, not all of which are benign. This is especially pronounced in the case of the decision-
making AI (AI DM) systems capable of distributing resources, censoring information, and determining 
access and privilege. The ability to build such AI DM systems, or even more narrowly specialized 
instances, is now being developed by universities, research institutions, and even companies outside the 
world’s tech centers. AI ethics is to reflect on the ethical implications of AI-powered applications, such as 
the use of a Google Street View car outside one’s property, and to discuss how to mitigate potential 
hazards, especially when the consequences are unintended. The goal of AI ethics is to build ethically 
acceptable job application screening systems, face recognition systems for video surveillance, and systems 
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for deployment on fighter jets. A different kind of ethics looks at the very development of AI systems 
capable of learning and acting in the world, addressable by algorithmic means and software tools [27, 
28]. 

The Role of Stakeholders in AI Ethics 

The responsibility for the ethical use of AI is politically and philosophically complex. Contractors 
implementing AI might argue they are simply using a provided tool without knowledge of its coding or 
data parameters. Conversely, software companies might claim that responsibility lies solely with top 
management, who direct company policies. The design and deployment of machine learning systems 
present accountability issues on both technical and ethical fronts. While non-technical ethical concerns 
like rights violations are debatable, technical challenges related to agency, reliability, and unintended 
harm from AI use are significant. Stakeholders in AI encompass creators, users, and affected individuals. 
Corporations that develop AI systems often evade accountability for their applications, citing the lack of 
strategic diversity considerations and the misuse of AI by malicious actors as reasons for this detachment. 
The influence of AI architecture on behavior complicates traditional notions of moral responsibility, a 
subject not sufficiently explored by philosophers. Many scholars pause at attributing moral agency to 
algorithms, making it essential to avoid oversimplification. Yet, the pressing issues surrounding 
accountability necessitate rigorous examination of legal frameworks and ethical norms. Dismissing these 
concerns in favor of organizational accountability may overlook the nuanced responsibilities of those who 
embed and deploy these technologies [29, 30]. 

CONCLUSION 
The ethical challenges posed by artificial intelligence cannot be sufficiently addressed through superficial 
or narrowly legalistic frameworks. As AI technologies evolve, a deeper philosophical engagement is 
necessary to anticipate and shape the implications of their integration into society. Utilitarian, 
deontological, and virtue-based approaches offer distinct lenses through which to evaluate AI behavior 
and its impact, while social contract theory highlights the need for trust and accountability between AI 
developers and the societies they serve. The risk of bias, loss of privacy, and moral ambiguity in 
autonomous systems underscores the urgency of developing interdisciplinary ethical standards that are 
both practically enforceable and philosophically coherent. By fostering dialogue across ethics, technology, 
and policy, we can guide AI toward a future aligned with human dignity, fairness, and collective well-
being. 
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