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                                                               ABSTRACT 

The recent developments in computational science and smart metering have led to a 

gradual replacement of the traditional load forecasting methods by artificial intelligent 

(AI) technology. The smart meters for residential buildings have become available on 

the market, and since then, various studies on load forecasting have been published. 

Contingency planning, load shedding, management strategies and commercialization 

strategies are all influenced by load forecasts. Predicting a lower load than the actual 

load results in utilities not committing the necessary generation units and therefore 

incurring higher costs due to the use of peak power plants; on the other hand, 

predicting a higher load than actual will result in higher costs because unnecessary 

baseline units are stated and not used . Artificial Neural Networks (ANNs) provide an 

accurate approach to the problem of energy forecasting and have the advantage of not 

requiring the user to have a clear, understanding of the underlying mathematical 

relationship between input and output.  The aim of this work is to a carry-out 

Comprehensive Review of Artificial Neural Network Techniques Used for Smart Meter-

Embedded forecasting System. 

Keywords: Artificial Neural Network, Smart Meter, Artificial Intelligent, Energy, 

forecasting. 

 

INTRODUCTION 

The steady replacement of conventional 

or estimated meters by smart meters is 

a welcome technological enhancement. 

Historically we have measured energy 

consumption at the household level with 

analog or conventional meters installed 

at every consumer premises. The 

Characteristics of conventional meters 

and smart meters are stated as follows: 

Conventional electricity meters are 

ordinarily read only once per billing 

period. Smart meters on the other hand 

provide information on cost and amount 

of energy consumption in near real-time 

for both suppliers and consumers; 

Conventional electricity meters give no 

information as to when energy is 

consumed at each metered location. 

However, Smart meters provide basic 

functions like automatic collection of 

electricity information, real-time 

monitoring of electricity load and 

inquiry. Furthermore, Smart meters 

offer numerous opportunities in 

electricity load analysis such as load 

prediction with high accuracy, 

intelligent management, and the smart 

distribution of power distribution 

system [1]. The Artificial Neural Network 

(ANN has been a viable technique for 

energy forecasting. An accurate and 

efficient forecasting system helps the 

energy providers to plan ahead on the 

management of energy supply. It also 

helps the customers to maximize the 

utilization of smart prepaid meter. The 
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rest of this paper is organized as 

follows: Section 1 presents the concept 

of Smart meter, section 11 discusses on 

the concept of a forecasting system, 

section III reviews on the various 

artificial neural network techniques 

used for smart meter-embedded 

forecasting system and section IV 

concludes the work. 

I. Concept of Smart Meter 

The smart meters contain the meter 

board and the communication board 

connected through a serial port [2]. The 

meter board contains a set of tables 

storing various information including 

keys and passwords used for secure 

communication and privilege levels. It 

also performs power consumption 

measurements. The communication 

board is responsible for 

communications with the outside nodes 

such as collectors, other smart meters, 

or home appliances, and for performing 

any required computation [2]. Using an 

interrupt based mechanism; the 

communication board fetches data and 

other necessary information such as 

keys from the meter board whenever it 

needs to send data to the utility. 

Advanced Metering Infrastructure (AMI) 

also facilitates two-way communication 

[3] between meter and distribution 

system operator. The two-way 

communication enables several services 

for the distribution system operator that 

were difficult or impossible to 

implement without smart metering [2]. 

For example, power outage is detected 

faster by system operator and without 

interaction with the customer. Another 

service provided by smart metering is 

reporting the quality of power delivery 

(voltage, frequency) [2]. Smart metering 

also enables detailed monitoring of 

power flows within the distribution 

system that was previously available 

only at the substation level. Monitoring 

of power flows is important as it enables 

energy suppliers to react quickly on 

variations in Consumption levels [2]. 

The power flow monitoring information 

is also useful for real time pricing that is 

handled by one technology in smart grid 

known as Demand Side Management 

(DSM) [4]. If prices for energy are 

variable and react on current power flow 

information, real time pricing comes 

into the picture. This is one feature of 

demand side management, where the 

energy supplier influences the 

consumption of energy directly and 

immediately [5].The work carried out by 

[6] stated that the recent developments 

in digital intelligent smart meters have 

made it possible to monitor energy 

consumption in details never before 

seen. It proceeded by saying that the 

intelligent meters are part of a digitized 

society, which has been introduced over 

the last two decades, wherein home 

appliances, home automation and the 

smart meters make it possible to 

monitor energy consumption down to 

the second. The work further noted that 

historically we have measured energy 

consumption at the household level with 

analog meters installed at every 

consumer, and biannually the consumer 

has reported the meter reading to the 

utility company for billing purposes. 

Conversely, intelligent meters are 

directly connected to the utility 

company and are able to measure 

consumption autonomously down to 

seconds, made possible by the 

technological development and also 

pushed by legislation.The intelligent 

meters enable fast and accurate billing, 

and also offer a unique and 

unprecedented opportunity to log and 

analyse electricity consumption at the 

consumer level [6].The high frequency 

electricity consumption data contain 

detailed information about consumption 

patterns, and this has initiated 

discussions among energy system 

stakeholders about utilizing the data for 

purposes other than billing. It has 

sprawled diverse research projects; such 

as research on data security and 

anonymization, non-intrusive load 

monitoring, load forecasting and 

consumer classification [6]. 

Smart Meter System 

A smart metering system mainly consists 

of a smart meter, a 

collector/concentrator, communication 

network and a head-end data storage 

system [7]. The smart meter consists of 

the metering module and a 

communication module with the Network 

interface card (NIC) [8]. Some smart 
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meters have a detachable communication 

module that can be easily plugged into 

the network module. This provides the 

advantage of using the metering module 

even if the communication technology is 

changed [8]. The communication network 

ideally requires a broad set of security 

safeguards which may not be present in 

present advanced metering infrastructure 

(AMI) system. There are also online 

energy management systems but they are 

not yet advanced to the stage where 

consumer can modify their energy profile 

and meter setting [8]. 

II. Concept of a forecasting System 

Load forecasting is an integral part of 

electric power system operations, such 

as generation, transmission, 

distribution, and retail of electricity [9]. 

According to different forecast horizons 

and resolutions, load forecast problems 

can be grouped into 4 classes: long-

term, mid-term, short-term and very 

short- term. The work in [10] noted that 

due to its fundamental role, Short-Term 

Load Forecasting (STLF) has been 

studied intensively over the past 50 

years; however, the deployment of 

smart grid technologies brings new 

opportunities as well as challenges to 

the field. On a smart grid, load data can 

be collected at a much higher 

geographical granularity and frequency 

than before, by means of thousands of 

smart meters [11]. The work in [10] 

refers to a load time-series as “local” 

when it contains measurements relative 

to a small geographical region, whose 

average hourly load goes from several 

hundred up to several hundreds of 

thousands of kWh. It went further to 

state that despite the great variety of 

STLF methods proposed in the 

literature, most of them focus on load 

time-series relative to high aggregation 

levels (big towns, cities or entire 

countries), whose average goes from 

several to hundreds of MWh [12]. The 

work in [10] found out that these 

methods are not applicable to local STLF 

task for the following reasons : 1)  Long 

training time: unlike for STLF focusing 

on high aggregation level, in local STLF 

we need to train and update thousands 

of models at the same time. It stated 

that predictions are made on hourly 

basis for many local regions, and the 

forecasting models must often be 

retrained (e.g., each month). An 

interesting work done by [13] stated that 

Load forecasts can be performed on 

different voltage levels in the grid. 

Forecasts can be performed on the 

transmission level, the distribution level 

and even the individual household and 

device level, because with the 

introduction of smart meters, the load 

can now be measured on the household 

level [13]. The work further stated that 

the goal of their paper is to benchmark 

state-of-the-art methods for forecasting 

electricity demand on the household 

level across different granularities and 

time scales in an explorative way, 

thereby revealing potential 

shortcomings and find promising 

directions for future research in this 

area. It applied a number of forecasting 

methods including ARIMA, neural 

networks, and exponential smoothening 

using several strategies for training data 

selection, in particular day type and 

sliding window based strategies. It 

equally considered forecasting horizons 

ranging between 15 minutes and 24 

hours. Its evaluation was based on two 

data sets containing the power usage of 

individual appliances at second time 

granularity collected over the course of 

several months. Its results indicated 

that forecasting accuracy varies 

significantly depending on the choice of 

forecasting methods/strategy and the 

parameter configuration. The work 

observed MAPEs in the range between 5 

and >100%. And found out that the 

average MAPE for the first data set was 

~30%, while it was ~85% for the other 

data set. It noted that these results 

showed big room for improvement. The 

work carried out by [14] noted that the 

forecast of electricity load is important 

for power system scheduling adopted by 

energy providers. It stated that 

inefficient storage and discharge of 

electricity could incur unnecessary 

costs, while even a small improvement 

in electricity load forecasting could 

reduce production costs and increase 

trading advantages, particularly during 

the peak electricity consumption 

periods.

                                           

http://www.idosr.org/


 

 

www.idosr.org                                                                                                                           Ogbonna et al 

16 
                                         IDOSR JOURNAL OF APPLIED SCIENCES 8(1) 13-24, 2023. 
 

                                                Categorisation of Load Forecasting 

The load forecasting can be considered 

by the length of forecast interval. 

Although there is no official 

categorization in the power industry, 

there are four load forecasting types [9]: 

very short term load forecasting 

(VSTLF), short term load forecasting 

(STLF), medium term load forecasting 

(MTLF), and long term load forecasting 

(LTLF). The VSTLF typically predicts load 

for a period less than 24 h, STLF 

predicts load for a period greater than 

24 h up to one week, MTLF forecasts 

load for a period from one week up to 

one year, and LTLF forecasts load 

performance for a period longer than 

one year [9]. The load forecasting type is 

chosen based on application 

requirements. Namely, VSTLF and STLF 

are applied to everyday power system 

operation and spot price calculation, so 

the accuracy requirement is much 

higher than for a long term prediction 

[9]. The MTLF and LTLF are used for 

prediction of power usage over a long 

period of time, and they are often 

referenced in long-term contracts when 

determining system capacity, costs of 

operation and system maintenance, and 

future grid expansion plans. Thus, if the 

smart grids are integrated with a high 

percentage of intermittent renewable 

energy, load forecasting will be more 

intense than that of traditional power 

generation sources due to the grid 

stability [15]. In addition, the load 

forecasting can be classified by 

calculation method into statistical 

methods and computational intelligence 

(CI) methods. With recent advances in 

computational science and smart 

metering, the existing load forecasting 

methods have been gradually replaced 

by AI technology. The smart meters for 

residential buildings have become 

available on the market around 2010, 

and since then, various studies on STLF 

for residential communities have been 

published [19  20].  

III. Various Artificial Neural Network Techniques Used For Smart Meter-

Embedded forecasting Systems 

Artificial Neural Network (ANN) is an 

intelligent method in machine learning 

and cognitive neurosciences that is 

motivated by the functional aspect of 

the biological neural networks [21]. 

ANNs can be organized in different 

arrangements to implement a range of 

tasks including, data mining, 

classification, pattern recognition, 

forecasting, and process modelling [22]. 

It provides solutions where linear or 

nonlinear mapping of the model’s input–

target features are required, due to its 

learning ability, parallel processing, 

generalization, and the error tolerance 

[22]. The main advantage of neural 

network is that no clear relationship 

between the input variable and the 

output variable is required to be 

specified before the prediction process 

[22]. The work in [23] described the 

Neural Network architectures they used 

for electricity price estimation. The 

guiding equation of a neuron can be 

described as [23]:    

𝒚 = 𝒇(∑ (𝑤𝑖𝒙𝒊 + 𝒃𝒊)
𝒊𝒏𝒑𝒖𝒕𝒔
𝒊 ):1 

The Equation 2.1 calculates the output 

of a neuron, where x is the input of the 

neuron, w is the weight on each 

connection to the neuron, b is the bias 

and f is the activation function and the 

Rectified Linear Unit is the activation 

function in our experiments. The figure 

1 is a simple representation of neural 

network where x1 to x3 are inputs of the 

neural network, w1 to w3 are the weights 

and Y is the output 

 

 

 

 

 

 

 

 

 

Figure 1: Simple Neural Network [23] 

The most popular neural network 

architecture is the Multi-Layer 

Perceptron (MLP) [24]. A typical MLP 

neural network has up to three layers. 

The first layer is called the input layer 

(the number of its nodes corresponds to 

the number of explanatory variables). 

The last layer is called the output layer 

(the number of its nodes corresponds to 

the number of response variables) [24]. 

An intermediary layer of nodes, the 

hidden layer, separates the input from 

the output layer [24]. Its number of 
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nodes defines the amount of complexity 

the model is capable of fitting. In 

addition, the input and hidden layer 

contain an extra node, called the bias 

node [24]. Normally, each node of one 

layer has connections to all the other 

nodes of the next layer and the network 

processes information as follows [24]: 

the input nodes contain the value of the 

descriptive variables. Since each node 

connection signifies a weight factor, the 

information reaches a single hidden 

layer node as the weighted sum of its 

inputs. Each node of the hidden layer 

passes the information through a 

nonlinear activation function and passes 

it on to the output layer if the calculated 

value is above a threshold [24]. It is 

crucial to stop the training procedure at 

the right time to prevent over fitting 

(this is called ‘early stopping’) [24]. This 

can be realized by allocating the dataset 

into 3 subsets respectively called the 

training and test sets used for 

simulating the data currently available 

to fit and tune the model and the 

validation set used for simulating future 

values. The network parameters are then 

estimated by fitting the training data 

using the above mentioned iterative 

procedure (back propagation of errors) 

[24]. The iteration length is optimised 

by maximising the forecasting accuracy 

for the test dataset and finally, the 

predictive value of the model is 

evaluated applying it to the validation 

dataset (out-of-sample dataset) [24].  

The work in [25] stated that artificial 

neural networks are computational 

models which work similar to the 

functioning of a human nervous system. 

It noted that several kinds of artificial 

neural networks are implemented based 

on the mathematical operations and a 

set of parameters required determining 

the output. The following are the 

various Artificial Neural Network 

Techniques Used For Smart Meter-

Embedded forecasting Systems 

1) Modular Neural Networks 

 Modular Neural Networks have a 

collection of different networks working 

independently and contributing towards 

the output. Each neural network has a 

set of inputs which are unique 

compared to other networks 

constructing and performing sub-tasks 

[25]. The advantage of a modular neural 

network is that it breaks a large 

computational process into smaller 

components decreasing the complexity 

[25]. This breakdown will help in 

decreasing the number of connections 

and negates the interaction of this 

network with each other, which in turn 

will increase the computation speed. 

However, the processing time will 

depend on the number of neurons and 

their involvement in computing the 

results [30].  

2) Convolutional Neural Networks (CNN) 

The work carried out by [25] noted that 

Convolutional neural networks are 

similar to feed forward neural networks, 

where the neurons have learn-able 

weights and biases. Its application has 

been in signal and image processing 

which takes over Open source Computer 

Vision liabrary (OpenCV) in field of 

computer vision. It stated that a 

Convolutional network (ConvNet) is 

applied in techniques like signal 

processing and image classification 

techniques. Also it noted that Computer 

vision techniques are dominated by 

convolutional neural networks because 

of their accuracy in image classification. 

The technique of image analysis and 

recognition, where the agriculture and 

weather features are extracted from the 

open source satellites like to predict the 

future growth and yield of a particular 

land are being implemented [25]. CNNs 

have been used successfully in literature 

mainly for computer vision tasks such 

as image classification [26, 27]. CNNs 

use a specialized linear operation 

named convolution in at least one of the 

layers in the network.  The work in [27] 

defined Convolutional neural networks 

as an operation on two functions on real 

valued arguments [27]. It further stated 

that convolution operation is denoted 

with an asterisk in equation 2. 

𝑆 = 𝑥 ∗ 𝑤 :2. 

Where x denotes the input function, w 

denotes the weighting function. It also 

noted that in the context of CNNs, the 

weighting function is called a “kernel”. 

The output of the convolution operation 

is often called the “feature map” 

(denoted by s).  

http://www.idosr.org/
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3) Nonlinear Autoregressive with Exogenous Inputs (Narx) Network 

Artificial Neural Networks (ANNs) are 

used for an extensive range of issues as 

clustering, recognition, pattern 

classification, optimization, function 

approximation and prediction [28–29]. 

The NARX neural network is a good 

predictor of time series [30], [31].NARX 

models can be used to model an 

extensive variety of nonlinear dynamic 

systems and they have been applied in 

various applications including time-

series modelling. After the training 

phase, the NARX neural network is 

converted to the parallel architecture 

which is beneficial for multi-step-ahead 

prediction [32]. The writer in [33] 

mentioned that differently from other 

RNNs, the recurrence in the NARX 

network is given only by the feedback 

on the output, rather than from the 

whole internal state. The study carried 

out by [34] presented a novel 

implementation of a nonlinear 

autoregressive neural network with 

exogenous input (NARX). It noted that its 

approached showed that an ANN can be 

trained in open-loop by using all of the 

available endogenous and exogenous 

inputs. It stated that the network is a 

recursive ANN with connections between 

the output, hidden and input layers. It 

trained its network using a Levenberg–

Marquardt back propagation algorithm. 

It further compared the proposed 

method with traditional statistical 

models ARMAX and state space, as well 

as the forecast calculated by a feed 

forward ANN with multilayer perceptron 

architecture. In all three cases, it 

indicated that the proposed NARX 

architecture provides a lower MAPE 

error. It highlighted that in practical 

terms, this translates into savings 

because the forecast load is used to 

commit power plants for power 

availability, and the more accurate the 

forecast is, the better the operations 

performance achieved, thus saving 

energy and cost. A NARX network can be 

implemented with a MultiLayer 

Perceptron (MLP). In order to evaluate 

the performance of forecasting models 

more accurately, the Mean Absolute 

Percentage Error (MAPE) and Cumulative 

Variation of Root Mean Square Error (CV-

RMSE) can be employed [35]. The study 

by [36] presents an implementation of a 

dynamic recurrent NARX ANN for load 

forecasting. It stated that the 

application is an electric substation, and 

the prediction forecast is for very short-

term load forecasting (5 min) in order to 

feed an automatic generation control 

(AGC) in order to maintain the balance 

between the demand and supply of 

electricity. It used cross-validation in 

order to determine the structural 

parameters and the training of the 

NARX-neural network.  

4)  Long Short-Term Memory LSTM 

architecture 

Long Short-Term Memory LSTM 

architecture has been used for energy 

forecasting. According to [33], Long 

Short-Term Memory (LSTM) architecture 

is widely used nowadays due to its 

superior performance in accurately 

modelling both short and long term 

dependencies in data. It noted that LSTM 

tries to solve the vanishing gradient 

problem by not imposing any bias 

towards recent observations, but it 

keeps constant error flowing back 

through time.The Long Short-Term 

Memory (LSTM) architecture was 

originally proposed by [34] and is 

widely used nowadays due to its 

superior performance in accurately 

modelling both short and long term 

dependencies in data. LSTM tries to 

solve the vanishing gradient problem by 

not imposing any bias towards recent 

observations, but it keeps constant error 

flowing back through time. LSTM works 

essentially in the same way as the ERNN 

architecture, with the difference that it 

implements a more elaborated internal 

processing unit called cell. LSTM has 

been employed in numerous sequence 

learning applications, especially in the 

field of natural language processing. 

Outstanding results with LSTM have 

been reached by [35] in unsegmented 

connected handwriting recognition [36] 

in automatic speech recognition, by [37] 

in music composition and by [38] in 

grammar learning. Further successful 

results have been achieved in the 

context of image tagging, where LSTM 

have been paired with convolutional 

neural network, to provide annotations 

on images automatically [39]. However, 

few works exist where LSTM has been 
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applied to prediction of real-valued time series.  

5) Gated Recurrent Unit (GRU) 

Gated Recurrent Unit is one of the 

energy forecasting techniques. The work 

in [33] noted that the gated recurrent 

unit architecture is another important 

recurrent neural network.  It indicated 

that in GRU, forget and input gates are 

combined into a single update gate, 

which adaptively controls how much 

each hidden unit can remember or 

forge.  It stated that the internal state in 

GRU is always fully exposed in output, 

due to the lack of a control mechanism, 

like the output gate in LSTM. The (GRU) 

is another notorious gated architecture, 

originally proposed by [40], which 

adaptively captures dependencies at 

different time scales. In GRU, forget and 

input gates are combined into a single 

update gate, which adaptively controls 

how much each hidden unit can 

remember or forget. The internal state 

in GRU is always fully exposed in 

output, due to the lack of a control 

mechanism, like the output gate in 

LSTM. GRU were firstly tested by [40] on 

a statistical machine translation task 

and reported mixed results. In an 

empirical comparison of GRU and LSTM, 

configured with the same amount of 

parameters, The work done by [41] 

concluded that on some datasets GRU 

can outperform LSTM, both in terms of 

generalization capabilities and in terms 

of time required to reach convergence 

and to update parameters. In an 

extended experimental evaluation, the 

work by [42] employed GRU to (i) 

compute the digits of the sum or 

difference of two input numbers (ii) 

predict the next character in a synthetic 

XML dataset and in the large words 

dataset Penn TreeBank, (iii) predict 

polyphonic music. The results showed 

that the GRUoutper- formed the LSTM on 

nearly all tasks except language 

modelling when using a naive 

initialization. However according to the 

work done by [30] there are no 

researches where the standard GRU 

architecture has been applied in STLF 

problems. 

6) Echo State Neural Network (ESN) 

The Echo state neural network consists 

of a large, sparsely connected, untrained 

recurrent layer of nonlinear units and a 

linear, memory-less read-out layer, 

which is trained according to the task 

that the ESN is demanded to solve [42]. 

The work in [43] stated that the Echo 

State Network has been largely 

employed in STLF and equally it is not 

implemented as a BPPT. ESNs are 

characterized by a very fast learning 

procedure, which usually consists in 

solving a convex optimization problem 

[44]. ESNs, along with Liquid State 

Machines [43], belong to the class of 

computational dynamical systems 

implemented according to the so-called 

reservoir computing framework [45]. 

ESN have been applied in a variety of 

different contexts, such as static 

classification [50], speech recognition 

[46], intrusion detection [51], adaptive 

control [52], detrending of non-

stationary time series [53], harmonic 

distortion measurements [54] and, in 

general, for modelling of various kinds 

of non-linear dynamical systems [55]. 

ESNs have been extensively employed to 

forecast real valued time series. The 

work done by [56] trained an ESN to 

perform multivariate time series 

prediction by applying a Bayesian 

regularization technique to the reservoir 

and by pruning redundant connections 

from the reservoir to avoid overfitting. 

Superior prediction capabilities have 

been achieved by projecting the high-

dimensional output of the ESN recurrent 

layer into a suitable subspace of 

reduced dimension [57]. An important 

context of application with real valued 

time series is the prediction of 

telephonic or electricity load, usually 

performed 1-hour and a 24-hours ahead 

[58]. Important results have been 

achieved in the prediction of chaotic 

time series by [59]. They proposed an 

alternative to the Bayesian regression 

for estimating the regularization 

parameter and a Laplacian likelihood 

function, more robust to noise and 

outliers than a Gaussian likelihood. The 

author in [60, 61, 62, 63] applied an 

ESN-based predictor on both benchmark 

and real dataset, highlighting the 

capability of these networks to learn 

amazingly accurate models to forecast a 

chaotic process from almost noise-free 
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training data [64,65,66]. An ESN consists 

of a large, sparsely connected, untrained 

recurrent layer of nonlinear units and a 

linear, memory-less read-out layer, 

which is trained according to the task 

that the ESN is demanded to solve[67].  

7) Elman Recurrent Neural Network (ERNN) 

Elman Recurrent Neural Network (ERNN) 

has been applied in many different 

contexts. The Elman Recurrent Neural 

Network (ERNN), also known as Simple 

RNN or Vanillan RNN, ERNN 

demonstrated to be capable of learning 

grammar using a training set of 

unannotated sentences to predict 

successive words in the sentence [68] 

The work done by [69] studied ERNN 

performance in short- term load 

forecasting and proposed a learning 

method called “diffusion learning” (a 

sort of momentum- based gradient 

descent), to avoid local minima during 

the optimization procedure. Also the 

work done by [70] trained ERNN with a 

hybrid algorithm that combines particle 

swarm optimization and evolutionary 

computation to overcome the local 

minima issues of gradient-based 

methods. Furthermore, ERNNs have been 

employed by [60,71, 72] in tourist 

arrival forecasting and by [61, 73] to 

predict electric load time series. Due to 

the critical dependence of electric power 

usage on the day of the week or month 

of the year, a pre-processing step is 

performed to cluster similar days 

according to their load profile 

characteristics. The work by [62,74,75] 

proposes a variant of ERNN called Self-

Recurrent Wavelet Neural Network, 

where the ordinary nonlinear activation 

functions of the hidden layer are 

replaced with wavelet functions. This 

leads to a sparser representation of the 

load profile, which demonstrated to be 

helpful for tackling the forecast task 

through smaller and more easily 

trainable networks.  

In [63,64,65,66,67,68,71,74,75] a 

detailed and comprehensive work on 

solar optimization and fabrication was 

done which also enhances steady power 

supply. These recent papers by different 

authors comprehensively reviewed 

different optimizations techniques of 

power efficiency enhancement 

techniques such as Maximum power 

point tracking (MPPT) of solar 

photovoltaic panels and other renewable 

energy enhancement and optimization 

methods. 

                                          CONCLUSION 

This work presents a Comprehensive 

Review of Artificial Neural Network 

Techniques Used For Smart Meter-

Embedded forecasting System. The 

growing number of Electric consumers 

and inadequate information on the 

operation of the smart meter energy 

system has caused a strain on the 

management of energy distribution and 

consumption. A balance is therefore 

required by maximising the utilization 

of smart meter energy system by 

developing an affordable accurate and 

trustworthy data for billing Electric 

customer. Energy forecasting accuracy 

varies significantly depending on the 

choice of forecasting methods/strategy 

and the parameter configuration. 

Artificial neural networks have a very 

been widely used for energy forecasting. 

The forecast of electricity load is 

important for power system scheduling 

adopted by energy providers. Inefficient 

storage and discharge of electricity 

could incur unnecessary costs, while 

even a small improvement in electricity 

load forecasting could reduce 

production costs and increase trading 

advantages, particularly during the peak 

electricity consumption periods. 
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